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### 单元1 听力材料

#### 文章1：BBC推出人工智能工具为听众朗读文章

BBC 正在推出一款新的音频工具，使用人工智能朗读其网站上的文章，语音是一个带有友好、易于理解的北部英国口音的声音。

\*\*主持人：大卫·格林\*\*

BBC 是世界上最知名的广播公司之一。你可能以前听过这个声音。

（BBC广播音效）

\*\*身份不明的广播员#1\*\*：你好，欢迎收听来自BBC世界服务中心的新闻时间，我们从位于伦敦市中心的演播室为你直播。

\*\*格林\*\*：但是，当BBC希望提升其在线音频体验时，他们想要一个比这更随意、更友好的声音。所以他们转向了人工智能。NPR技术记者香农·邦德为我们介绍了他们的最新声音。

\*\*电脑生成的声音\*\*：我是BBC的合成声音，我可以朗读来自bbc.com的文章。

\*\*香农·邦德\*\*：这是我第一次听到这个声音，抱歉，它还没有名字。BBC告诉我，我可以问它任何问题，所以我问它如何工作。

\*\*电脑生成的声音\*\*：这很简单，我将屏幕上的文本读出来。嗯，好吧，可能没有那么简单，后台有很多技术在运作。

\*\*邦德\*\*：BBC与微软的工程师合作，使用机器学习开发了这个声音。

\*\*电脑生成的声音\*\*：他们基于许多小时的人类录音，并进行了精细调整，才创造出你现在听到的声音。很聪明吧？

\*\*邦德\*\*：许多出版商都在尝试将文本转化为语音，以使其网站和应用程序对视力有障碍的人更具可访问性，并在人们忙得没时间坐下来阅读时保持他们的参与。所以BBC做了大量研究，决定舍弃其最著名的特征之一，即被称为女王英语的非常标准的口音。

（BBC广播音效）

\*\*身份不明的广播员#2\*\*：以下是空军部对明天的天气预报。

\*\*邦德\*\*：在网上，BBC希望拥有一个更随意的声音，一个你可以想象和它一起喝酒的声音。

\*\*电脑生成的声音\*\*：我是英国人，所以我说“tomahto”，而你们说“tomayto”。我也来自北部，也就是说不是伦敦人，所以我说“Bath”，而英格兰女王可能会说“Bahth”。

\*\*邦德\*\*：“Bath”，“Bahth”。好吧，这对美国人来说可能听起来没什么大不了的，但在大西洋的另一边，这真的很重要。

\*\*电脑生成的声音\*\*：在英国，北部人以友好著称。我希望我听起来也是这样。

\*\*邦德\*\*：这种语调也使BBC有别于其他新闻组织使用的音频技术。

\*\*克莱尔\*\*：这是《华盛顿邮报》2020年选举结果更新。我是克莱尔，选举AI主持人。

\*\*邦德\*\*：克莱尔完全是公事公办，没有任何戏剧性。而在光谱的另一端是《纽约时报》。

\*\*身份不明的配音演员\*\*：黑人剧院正在迎来一个时刻。谢谢泰勒·佩里，真的。

\*\*邦德\*\*：今年，《纽约时报》收购了一家名为Audm的公司，该公司用专业的配音演员制作音频故事。BBC的目标是找到一个中间地带。以下是其声音朗读的一篇近期故事的样子。

\*\*电脑生成的声音\*\*：但在八个月前办公室暂时关闭时，由于疫情，Domino并没有因为失去每日的企业文化、视野或免费康普茶而感到惆怅。

所以现在，当你考虑打开收音机或播客时，英国广播公司希望你能尝试一个新闻故事或专题。

\*\*邦德\*\*：生活可以很忙碌，所以我可以通过朗读文章来帮忙，让你在同时处理其他事情。你可能需要去跑步，接孩子放学或做晚饭，我相信美国人称之为晚餐。

\*\*邦德\*\*：但是人们真的愿意听一个机器人声音，即使是一个友好的声音吗？我问了写音频行业通讯Hot Pod的Nick Quah。他说这取决于AI能否让你误以为它是一个真人。

\*\*尼克·夸\*\*：你能——（笑）它能否提供一种不感觉机械化的自动信息传递，能让人模糊地相信它是一个亲密的信息来源？

\*\*邦德\*\*：当谈到这个问题时，我们人类仍然比机器人更有优势。只需问问Siri。

\*\*Siri\*\*：香农·邦德，NPR新闻。

---

#### 文章2：刷屏：AI伦理

NPR的米歇尔·马丁与《华盛顿邮报》的德鲁·哈威尔讨论了新AI技术带来的伦理问题。

\*\*主持人：米歇尔·马丁\*\*

我们将在接下来的几分钟里讨论人工智能（AI）方面的发展。本周，特朗普政府在一份草案备忘录中概述了其AI政策，鼓励联邦机构“避免不必要地阻碍AI创新和增长的监管或非监管行动”。在年度技术展示会消费电子展上，美国首席技术官迈克尔·克拉齐奥斯详细阐述了政府的立场，警告说过度监管可能会扼杀行业。但这一立场正值公司宣布一些突破性AI用途之际，包括创建虚假人物的复合图像和进行背景调查。而这些用途正在引发伦理问题。

为了了解更多信息，我们联系了《华盛顿邮报》的德鲁·哈威尔。他现在和我们在一起。德鲁，欢迎你，非常感谢你的加入。

\*\*德鲁·哈威尔\*\*：谢谢你邀请我。

\*\*马丁\*\*：让我们从你写的AI最新发展开始。你写了一种生成虚假人物照片的新技术。这是什么技术，如何运作？

\*\*哈威尔\*\*：基本上，你可以将许多真实人物的图像输入机器，然后它会输出许多看起来非常真实的电脑生成的肖像。这家公司正在向广告商出售这些虚假图像。他们向公司推销的销售理念是：嘿，你想要在多样性上打勾吗？来找我们吧，勾选一下，你可以说我想要所有老年亚洲人的脸，或者年轻白人的脸，或者中年黑人的脸，然后它会输出你想要的任何东西。

但这不是真正的多样性，对吧？所以也许他们有好的意图，但这只是打勾的包容性，不是真实的。而我们也发现，这些创造是基于一定数量的面孔模型，只是模仿它以前见过的东西。

\*\*马丁\*\*：批评者提出的另一个担忧是，这使得某些人更容易创建虚假场景，而人们无法分辨真假。这一直是人们非常关心的问题，这种技术将被用来创建虚假场景，然后将真人嫁接进去，人们无法辨别差异。当你与公司谈论这个问题时，他们怎么说？

\*\*哈威尔\*\*：公司认识到这是一个问题。他们理解这可能会对网上真相和我们理解现实的方式造成侵蚀性影响。但从他们的角度来看，这不是他们的问题。他们认为真正的监管应该来自政府，一个比他们更大的机构，来为整个行业制定一些法律，而不是一次只对一个公司进行监管。但也许他们可以做点什么。我与许多AI研究人员交谈过，他们说，是什么阻止了一家公司在这些图像上加上水印或时间戳等标记，以便人们能够理解他们所看到的不完全是真实的？但现在仍然是狂野西部。这些公司可以在没有任何实际监管的情况下为所欲为。

\*\*马丁\*\*：说到狂野西部的情况，Airbnb 也许有一项新工具的专利，该工具使用AI根据社交媒体帖子和犯罪记录以及可能可用的其他信息评估潜在客人。你能多讲讲这个吗，这引发了哪些伦理担忧？

\*\*哈威尔\*\*：是的，对于Airbnb来说，知道从他们那里租房的顾客是否安全很重要。所以他们的大想法是，我们可以创建一个处理我们能找到的所有在线信息的AI。我们可以设计一个系统，根据专利中的说法，评估这个人有多“马基雅维利主义”（权术主义）？这个人是潜在的精神病患者吗？他们的梦想是能够创建一个人的心理特征档案，然后将好人和坏人区分开。

想想现在网上关于我们每个人的信息。这是一个非常不完整的肖像。而认为一台电脑会开始判断我们所有人复杂的内心生活，这只是一个可怕的命题。

\*\*马丁\*\*：让我们谈谈监管问题。正如我们提到的，特朗普政府发布了一份关于这个问题的草案备忘录。备忘录中写道，引用，“当AI涉及风险时，